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Abstract

We present a model of the dynamics of adaptive attention al-
location in the AX Continuous Performance Test (AX-CPT),
a simple context dependent decision making task of interest
to the research communities concerned with cognitive control,
schizophrenia, anxiety and aging (Braver et al., 2001; Cohen
et al., 1999; Eysenck et al., 2007). We ground it in our re-
cent theory of decision making under dynamic context, that
assumes humans use sequential Bayesian inference to com-
bine information from multiple sources in perception and (op-
tionally) memory over time. The theory generalizes the well-
known diffusion decision model of single-stimulus decision
making (DDM; Ratcliff, 1978). Our first result is a new anal-
ysis that shows how memory encoding and retention can yield
a variable initial condition for either a single- or multiple-
stimulus decision, providing a theoretical grounding to the as-
sumption of variability in initial condition previously shown to
improve data fits for the DDM. Our second result is using this
model to decode attention allocation from behavioral data in a
novel quantitative payoff manipulation in the AX-CPT, show-
ing that our model can capture the differences in how subjects
encode and retrieve contextual information when the relative
emphasis on task speed and accuracy is changed.
Keywords: decision making; context processing; sequen-
tial inference; Bayesian inference; wiener process; ornstein-
uhlenbeck process;

Introduction

If there is one thing that defines human behavior, it is its per-
vasive adaptive nature. Such a viewpoint is perhaps best un-
derpinned by the seminal work of Swets and colleagues on
signal detection (e.g Tanner and Swets, 1954), who showed
that even the simple task of detecting a flash of light in a uni-
form background is amenable to strategic variation that trades
off correct responses against false alarms in a way sensitive
to reward and the statistics of the environment. The Signal
Detection Theory model of this behavior assumed observers
performed the equivalent of a fixed-sample likelihood ratio
test when asked to respond, and was soon generalized to the
case of variable sample size (Edwards, 1965; Laming, 1968;
Stone, 1960), and to continuous time as the well-known Dif-
fusion Decision Model (DDM; Ratcliff, 1978).

These models naturally capture a second tradeoff in deci-
sion making: that of speed against accuracy, and find support
from a wide range of behavioral and neural data (e.g. Bogacz

et al., 2006; Bogacz and Gurney, 2007; Gold and Shadlen,
2007; Kira et al., 2015; Ratcliff et al., 2004; Turner et al.,
2015; van Vugt et al., 2012).

We consider the above models to be fixed context models
because they treat context, which we operationalize as ad-
ditional task-relevant information, as fixed/known over the
course of the decision. Our theory (Shvartsman et al., 2015)
removes the assumption that the context is known, and con-
siders the dynamics of processing the context simultaneously
with an additional stimulus we term the decision target. The
theory can be stated both as a sequential Bayesian inference
model, and (in the continuum limit) as a nonlinear diffusion
model, and is therefore a formal generalization of the mod-
els discussed above, as well as a previous Bayesian model of
the Flanker task by Yu et al. (2009). In prior work, we used
the same parameters from Yu and colleagues’ paper to gen-
erate plausible behavior patterns in the AX Continuous Per-
formance Task (AX-CPT), a task that differs from the Flanker
task both in the time of stimulus presentation, and in response
rules. The AX-CPT, which we describe in detail below, is ar-
guably the simplest task where participants are required to
combine information seen during different disjoint time in-
tervals to make a decision, and is our focus in this paper.

When deciders include additional contextual information
in their decisions, a third tradeoff naturally arises, that of
allocating processing (attentional or otherwise) between the
available sources of information. In this paper we explicitly
consider this tradeoff. In addition to being a formal gener-
alization to the work on fixed-context decision making dis-
cussed above, it also bears some relation to work on atten-
tion allocation under multi-sensory integration (e.g. Sheppard
et al., 2013), which it extends considering stimuli in memory.
It is also complementary to work on the perception-memory
tradeoff on longer timescales in the prospective memory
paradigm (Einstein and McDaniel, 2005), and mechanistic
work combining multiple sequential samplers in the ACT-R
cognitive architecture (van Maanen et al., 2012).

Our main contributions are as follows: first, we provide
additional insight into of our theory of decision making un-
der dynamic context presented in Shvartsman et al. (2015)



by providing analytical expressions for the posterior distribu-
tion over context after memory encoding and retention, and
thereby provide a new motivation for the assumption of ini-
tial condition variability previously argued to be necessary to
fit human data in the fixed-context DDM (e.g. Ratcliff and
Rouder, 1998). Second, we apply the model to a dataset of
humans performing the AX-CPT under a novel quantitative
payoff manipulation, and use the model to develop a quanti-
tative understanding of how participant strategy changes with
task goals.

An overview of the theory and application to

the AX-CPT

We assume that decision making can be understood as a
sequential Bayesian inference process, specifically that the
agent uses sequentially-drawn samples from external input
and/or memory to compute the joint posterior probability over
the identity of some true context and decision target over
time. The agent maps from this joint posterior to a response
probability using a known response rule, and uses a fixed
threshold defined over the response probability to stop sam-
pling and respond. We make a crucial distinction between our
theory of decision making and individual task models that can
be derived from the theory by applying it to specific tasks, as
we do here. Our previous work has shown how our formalism
can be used to derive different models when the additional
context stimulus is either in perception or memory, under dif-
ferent response mappings (Shvartsman et al., 2015).

In this paper we focus on the AX Continuous Performance
test (Servan-Schreiber et al., 1998), arguably the simplest
decision making task that conditions responses jointly and
uniquely on a perceptual and memory stimulus. The task is
illustrated in Fig. 1: participants see one of two context stim-
uli (by convention labeled ‘A’ or ‘B’) followed by one of two
targets (‘X’ or ‘Y’), and make one response (e.g. ‘left’) to
AX and BY pairs, and the other (e.g. ‘right’) to AY and BX
pairs.

Formally, we assume the agent conditions a decision based
on her posterior belief over the identity of some unknown true
context and some true target. We denote by C,G random vari-
ables representing the possible draws of context and target,
and r(·) a function from the distribution P(C,G) to a distribu-
tion over responses, which for the AX-CPT is the exclusive-or
function:

r(P(C,G)) =

8
>>><

>>>:

r0, with P(C = ‘A’,G = ‘X’)+
P(C = ‘B’,G = ‘Y’)

r1, with P(C = ‘A’,G = ‘Y’)+
P(C = ‘B’,G = ‘X’).

(1)

The agent receives evidence samples sC and sG drawn i.i.d.
from the environment, and updates her posterior distribution
over the pair (C,G) using Bayes’ rule. We denote by ton

c the
time at which the context appears and toff

c the time at which
it disappears, and likewise ton

g , toff
g for the target. This implies

Figure 1: Top: sequence diagram for one trial of the AX Con-
tinuous Performance Test. Bottom: frequency of each trial
type in the experiment. Actual letters seen were randomized
for each subject.

the following update at timestep t, assuming independence of
the context and target evidence streams:

Pt(C,G | sC,sG) µ P(sC |C)P(sG | G)Pt�1(C,G). (2)

Before the target appears, the target likelihood is uniform over
all the targets. Because there are only two responses (i.e. hy-
potheses), we can rewrite this update as a likelihood ratio up-
date, and convert it into a nonlinear transformation of two
diffusion processes. We refer the reader to the supplement of
(Shvartsman et al., 2015) for the full derivation, and here only
give the final expression:

logZ = log
P0(C = c0,G = g0)ezt

c ezt
g +P0(C = c1,G = g1)

P0(C = c0,G = g1)ezt
c +P0(C = c1,G = g0)ezt

g
. (3)

Here, the target particle zt
g is stationary until the target ap-

pears (ton
g ) and then evolves according to a Wiener process

with drift:

dzt
g = agdt +sgdW. (4)

The context particle zt
c evolves according to a Wiener pro-

cess with drift from when it appears (ton
c ) until it disappears.

Once the context disappears from perception, the memory
system can provide continued samples ŝC after the stimulus
goes away, but with some constant probability d at each time
step it can start to provide uninformative noisy samples sU .
Assuming the agent has a good estimate of d, she also knows
that the probability of receiving an informative sample expo-
nentially decays with time, such that the time-varying likeli-
hood distribution is the following mixture:

f (sC) = (1� exp(�lt)) f (ŝC)+ exp(�lt) f (sU ) (5)

, where f (·) refers to the density of its argument. That is, the
informative component of the likelihood decays – as does its



Figure 2: Average dynamics of the CDDM model for the AX-
CPT. The ordinate does triple-duty in denoting the position of
all three particles in their own spaces. In this figure, context
almost (but not quite) decayed fully during the retention in-
terval.

variance, if we make the standard assumption that evidence
distributions are Gaussian. We model this retention and for-
getting process in continuous time as a zero-mean Ornstein-
Uhlenbeck (O-U) process, which has the same exponential
decay property, though we leave the derivation of an explicit
connection to future work. Finally, we model the retrieval
process by switching the O-U process to a nonzero-mean pro-
cess at ton

g . Our O-U assumption could be alternatively mo-
tivated by assuming the memory system is implemented us-
ing a leaky competing accumulator model with large leak and
mutual inhibition (Bogacz et al., 2006). The full expression
for the context particle dynamics is as follows:

dzt
c =

8
><

>:

aedt +scdW if ton
c  t  toff

c

�lzt
c +scdW if toff

c  t  ton
g

�lzt
c +acdt +scdW if ton

g  t
. (6)

We assume by convention that sg = sc = 1 in order to make
the model identifiable (but cf. Bitzer and Kiebel, 2015, for
possible consequences of this choice). We therefore omit the
Wiener noise coefficients in the notation that follows. Fig. 2
shows the average particle dynamics for the model. The full
set of model parameters and their interpretation is given in
Tab. 1 (we discuss parameters not related to the decision pro-
cess itself later in the paper).

We rely on a number of properties of the AX-CPT that en-
able the analysis that follows (some of which are shared by
other tasks as well). First, the context presentation and reten-
tion interval durations are both independent of the subject’s
actions and usually set a priori. Second, responses are only
allowed when the target is on the screen. Given those two
properties, the context particle distribution at the time of tar-
get appearance can be written in closed form, as follows.

First, define Dte , toff
c � ton

c and Dtr , ton
g � toff

c . Next, let ze
c

denote the position of the context particle at the end of encod-
ing (toff

c ), and zr
c denote the position of the particle when the

target appears and retrieval begins (ton
g ). We can write E [zr

c],

explicitly, recalling that it evolves as an O-U process, and that
therefore its distribution is N

⇣
zc

ee�lDtr , 1
�2l (e

�2lDtr �1)
⌘

1.
We take care to use the law of total expectation, since zc

e is
itself a random variable with distribution N (aeDte,Dte).

E [zr
c] = E [E [zr

c | zc
e]] = E

h
zc

ee�lDtr
i
= aeDtee�lDtr . (7)

We do the same for the variance, using the law of total vari-
ance:

Var [zr
c] = Ezc

e [Var [zr
c | zc

e]]+Varzc
e [E [zr

c | zc
e]] (8)

=
1

�2l
(e�2lDtr �1)+Dtee�lDtr . (9)

In the case where context is not retrieved from memory
once the target appears, the resultant model is a DDM with
initial condition variability (Ratcliff and Rouder, 1998), pre-
viously used to fit fast errors in decision making. Our analy-
sis here formally provides a psychological interpretation for
such fast errors: specifically, it suggests that data that is better
fit using sampling or diffusion models with a variable initial
condition may reflect subjects’ memory of relevant contex-
tual information. Furthermore, it provides an argument on
theoretical grounds for using Gaussian rather than the uni-
form initial condition variability (e.g. Ratcliff and McKoon,
2008), especially if subjects may be using contextual infor-
mation. Such a model may predict instantaneous decisions
(‘ultra-fast guesses’) for some parameter settings that reflect
strong memory encodings, which may be smoothed out to a
multi-modal response distribution if nondecision time vari-
ability is included in the model.

A particularly elegant property of the model is that each
component has both distinct psychological interpretation, and
distinct effects on response time distributions. q reflects the
speed-accuracy tradeoff and therefore affects the shape of the
RT distributions and the error proportion across all trial types.
The three context parameters affect different portions of the
RT distribution: ae reflects encoding of the context, and con-
tributes primarily to the early portion of the RT distributions
due to how it affects the initial condition for the decision;
l reflects memory retention and contributes both to early and
late portion of RT distributions because it persists both during
retention and retrieval; and ac reflects memory retrieval and
primarily contributes to middle and late portions of the RT
distributions because retrieval begins at target onset and satu-
rates over time. All three context parameters will identically
affect trial types that share a context (e.g. AX and AY). On
the other hand, ag reflects perceptual processing of the target
stimulus and therefore affects the RT distribution throughout,
but identically affects same-target pairs (e.g. AX and BX)

Thus, while differences between different trial types help
uncover differences between context and target processing
writ large, differences between different portions of the RT

1Note that we use the N (µ,s2) parameterization.



distribution may index differences in subcomponents of con-
text processing. For example, high ae will increase the num-
ber of very fast correct responses when the context predicts
the correct target (e.g. AX) but also contribute fast errors
when it does not (e.g. AY). In this way, the model may pro-
vide a more precise characterization of context processing
differences than the behavioral indices in primary use today
(e.g. Braver, 2012).

Parameter Interpretation Prior range

ae Context encoding drift 0 to 5
ac Context retrieval drift 0 to 5
ag Target recognition drift 0 to 5
l Memory decay -0.05 to 0.2
q Decision threshold 0 to 20
µt0 Mean of non-decision time 0 to 1000ms
st0 Standard deviation of non-

decision time
0 to 200ms

pc Probability of contaminant
RT

0 to 1

P0(·) Prior distribution over trial
types

Set to true trial
distribution

Table 1: Model parameters, interpretation, and prior ranges.

A payoff adaptation experiment

To test the ability of our model to precisely estimate atten-
tion allocation from behavioral data, we gathered a dataset of
humans performing the AX-CPT task on Amazon’s Mechan-
ical Turk. Mechanical Turk is a web-based marketplace for
“human intelligence tasks”, short web-based tasks that pay
small sums of money. It is emerging as a standard method for
high-throughput collection of data for psychological experi-
ments (Crump et al., 2013). Our experiment was designed us-
ing custom front-end code, using psiTurk (McDonnell et al.,
2015) for back-end and interfacing with Amazon. Response
times were collected with the JavaScript high resolution timer
API, which theoretically promises at least millisecond-level
accuracy. Experiment code is available at https://github
.com/mshvartsman/axcpt-psiturk-coffeescript.

We searched the parameter space of a preliminary ver-
sion of the model to devise four different payoff schemes in-
tended to differently prioritize speed and accuracy, illustrated
in Tab. 2. The first two were designed to encourage partici-
pants to be particularly fast or accurate relative to each other.
The other two were designed to encourage intermediate be-
havior, with either high or low overall cost.

Each subject started the experiment by reading the instruc-
tions, and then practicing the two A and B contexts separately.
To test that they have learned the task, they next had to com-
plete 10 correct trials in a row. If they failed to do so after
50 trials have passed, they were ejected from the experiment.
If they succeeded, they completed 240 trials of the AX-CPT
divided into 24 blocks. They were told their speed, accuracy,

Cond. Error cost Time cost (/s) Intent

(A) 10 2 Prefer accuracy
(B) 2 10 Prefer speed
(C) 10 10 Balanced (high cost)
(D) 2 2 Balanced (low cost)

Table 2: Quantitative payoffs given to the participants. Cor-
rect responses were always worth 20 points. Both correct and
error responses are penalized for time.

and points gained after every trial, and a running total ev-
ery block. They earned $1 for participating, plus $1 for each
1000 points they earned in the experiment. We collected 20
subjects per condition, and most earned between $3.50 and
$4.50.

Each participant’s actual letters were randomized, but in
the remainder of the paper we label them as A, B, X, and
Y according to their frequencies: each set of 240 trials con-
tained 50% (120) AX trials, 20% (48) AY and BX trials, and
10% (12) BY trials, randomly distributed throughout the ex-
periment. This is conventional in AX-CPT designs, and is
what allows the AX-CPT to behaviorally index the allocation
of attention. The reasoning is as follows: AY and BX tri-
als have the same joint probability, but different probabilities
conditioned on either knowing the true context (A or B) or
target (X or Y). Therefore, any asymmetry between these two
trials is argued to reflect differences in processing the two
stimuli: specifically, better AY performance suggests more
attention to the context, and better BX performance suggests
more attention to the target (but cf. Lositsky et al. 2015 for
evidence that this index may be overly simplistic).

Fig. 3 shows basic behavior summaries in the speed and
accuracy conditions: the manipulation was successful in en-
couraging subjects to adjust their speed and accuracy, as ev-
idenced by the mean behavior. Of more interest is that the
effect was not uniform across the four trial types. When
pressured to respond more quickly while sacrificing accuracy,
subjects sacrifice accuracy in B trials more than in A trials,
with the speedup primarily seen in BY, the rarest trial type.
The two balanced conditions (not shown in the figure) for the
most part showed intermediate behavior, with the high-cost
condition patterning closer to the speed-encouraging condi-
tion, and the low-cost balanced condition patterning with the
accuracy-encouraging condition. We focus the remainder of
the analysis on the two extreme conditions, where the patterns
are clearest.

Model fitting details

While first passage times for diffusion and O-U processes are
known, the nonlinear transformation that forms our model’s
decision variable makes these analytics inapplicable. There-
fore, we derive best fits by simulation, using the EP-ABC
algorithm (Barthelmé and Chopin, 2014, as implemented at
https://github.com/sbitzer/pyEPABC). It bears men-

https://github.com/mshvartsman/axcpt-psiturk-coffeescript
https://github.com/mshvartsman/axcpt-psiturk-coffeescript
https://github.com/sbitzer/pyEPABC
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Figure 3: Mean accuracies and response times for the sub-
jects across the four trial types and our two conditions of fo-
cus, showing slower speed and higher accuracy overall in the
accuracy-focused condition, but also that these changes do
not affect all trial types equally. Refer to Tab. 2 for payoff
conditions. Error bars are standard errors.

tioning that our use of Bayesian methods for fitting is entirely
orthogonal to our theoretical assertion that decision making
in humans proceeds by Bayesian inference.

The original EP algorithm (Minka, 2001) approximates the
joint posterior density of model parameters by a multivariate
Gaussian, converting the Bayesian inference problem to an
iterative optimization problem. Approximate Bayesian Com-
putation (ABC) methods contend with performing Bayesian
inference when simulation is possible but no likelihood is
available, usually by assuming that parameters under which
the simulator generates data ‘similar enough’ to the real data
have high likelihood. EP-ABC as we apply it here assumes
individual RTs are drawn i.i.d., which allows us to define
‘similar enough’ to mean ‘generates each individual data
point to within 1ms’. We used EP-ABC with 5 passes over
the dataset and a minimum of 3000 accepted samples per hu-
man data point, with EP hyper-parameter a set to 0.3.

The model as described above uses 5 parameters to de-
scribe the decision process (three drifts, one decay, one
threshold). To describe actual response times, we add two
additional assumptions. First, that there is a normally dis-
tributed offset to the decision time – a ‘non-decision time’ re-
flecting early perceptual processing, motor planning, and the
motor response itself. This adds two parameters (mean and
standard deviation of the non-decision time). Second, we as-
sume that with some probability RTs are generated not from
our model, but from a U(0,5s) distribution of ‘contaminant’
RTs. We estimate the proportion of contaminant RTs from the
data, adding another parameter. These assumptions are stan-
dard in parameter fitting for the fixed-context DDM (e.g. Rat-
cliff and Rouder, 1998) and provide a probability floor that
makes it easier for EP-ABC to handle some unusually fast or
slow RTs in our dataset. We used proper uniform priors over

plausible parameter ranges for all the parameters. Tab. 1 lists
all of the parameters and their prior ranges.

To understand condition-level differences, we generated
10000 samples from the multivariate posterior density for
each subject, and produced average parameter estimates for
each condition based on these samples. This heuristic weights
subjects’ posterior means in proportion to their covariances
better than simple averaging of the means as point estimates,
and without the ideal fully-hierarchical treatment that is ex-
tremely challenging in our setting. Because there is stochas-
ticity in both the simulator and the fitting method, we re-
peated the model-based analysis twice. While there was some
variability in the parameters estimated for each subject, the
signs of the difference between parameters for the speed and
accuracy condition was the same across both runs for all
parameters, so we focus our interpretation on those differ-
ences. Model code is available at https://github.com/
mshvartsman/cddm.

Results

Tab. 3 shows the combined parameter estimates. We remark
on a number of properties: first, the contaminant proportion
is low, and similar across the fits. Second, the threshold
is higher in the accuracy-focused than in the speed-focused
condition, consistent with the idea that it governs the speed-
accuracy tradeoff. Non-decision times are shorter and less
variable in the accuracy-focused than in the speed-focused
condition – perhaps an indicator of greater focus overall. This
point is also supported by the fact that the accuracy condition
shows a higher total drift (summed across the three drift vari-
ables) than the speed condition, and by the fact that it shows
slightly less memory decay.

Parameter Accuracy condition Speed condition

ae 3.1701 2.4623
ac 1.0576 0.8088
ag 0.7648 1.1681
l 0.0756 0.0834
q 10.9656 6.1589
µt0 406.2522 435.1687
st0 76.7926 94.8328
pc 0.0513 0.0530

Table 3: Fit parameter values in aggregate across the two sub-
ject groups. See text for fit details.

Most interesting, however, is how this drift is allocated.
In the accuracy-focused group, both context-involving drifts
(encoding ae and retrieval ac) are higher than the correspond-
ing drifts in the speed-focused group, and the pattern is re-
versed in the target drift ag. That is, when incentivized to
be more accurate, participants rely more on their memory
and contextual information and slightly less on the percep-
tual stimulus in front of them. Since the task is designed such
that context and target information is equally useful in being

https://github.com/mshvartsman/cddm
https://github.com/mshvartsman/cddm


able to make the correct response, we suspect that this has to
do with the effort involved in encoding, maintaining, and re-
instating the memory of the contextual rule – something that
is probably worth doing more of when accuracy is more im-
portant.

Discussion and Conclusions

In this work, we applied our theory of decision making un-
der dynamic context to the AX Continuous Performance Test.
First, we showed how the simple memory encoding and re-
tention dynamics of the model map to variability in the initial
condition of a diffusion decision process, providing both fur-
ther theoretical grounding for the use of variable initial con-
ditions in data fits, and a better understanding for the psycho-
logical origin of fast errors in decision making.

We next applied our model to estimate allocation of atten-
tion between perception and memory in a novel quantitative
payoff manipulation in the task as measured on Amazon’s
mechanical turk. This manipulation succeeded in not only
changing participants’ speed-accuracy tradeoff, but also their
attention allocation tradeoff between perception and memory.
The ability to manipulate attention allocation continuously
rather than using discrete task dimensions (e.g. deadlines, dis-
tractors) as used previously may pave the way to more quan-
titative mapping out of the attention allocation strategy space.

Finally, our method of measuring the relative allocation of
attention between the cue and probe stimulus in AX-CPT is
among the first model-based efforts to understand this trade-
off, which has previously been measured as a behavioral in-
dex (the difference between AY and BX performance; e.g.
Braver, 2012). This behavioral index, like our model, in-
dicates that subjects in our accuracy-preferring group focus
more on context, as indexed by a reduction in BX errors.
However, the behavioral index has no way of making the
distinction between encoding-oriented and retrieval-oriented
contextual effects, a distinction that our model captures. Such
multidimensional, quantitative characterization of strategic
variability in the processing of perceptual and memory stim-
uli may pave the way to a richer understanding of context
processing both in normal and in diseased populations.
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